Charge migration through DNA molecules in presence of mismatches
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Charge transport characteristics of short double-strand (ds) DNA including mismatches are studied within a methodology combining molecular dynamics (MD) simulations and electronic structure calculations based on a fragment orbital approach. Electronic parameters and transmission probabilities are computed along the MD trajectory. We find that in the course of the MD simulation the energetic position of frontier orbitals may be interchanged. As a result, the highest occupied molecular orbital (HOMO) can temporarily have a large weight on the backbones as a function of time. This shows that care must be taken when projecting the electronic structure onto effective low-dimensional model Hamiltonians to calculate transport properties. Further, the transport calculations indicate a suppression of the charge migration efficiency when introducing a single GT or AC mismatch in the DNA sequence.
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I. INTRODUCTION

The charge transfer phenomenology of DNA has attracted considerable attention in recent years due to the practical consequences they may have in the development of electronic devices based on molecular assemblies or, more recently, for the purpose of DNA sequencing. Experimental measurements on the electric conduction properties of DNA attached to metal electrodes have shown many different results so far: insulating, semiconductor-like, and metallic-like. In particular, transport experiments performed on double-strand (ds) DNA molecules covalently attached to metal electrodes showed similar high currents for different base sequences and DNA lengths. For example, Cohen et al. measured a 220 nA current at 2 V bias for 26-base pair dsDNA, and Xu et al. obtained a conductance of 0.1 μS for poly(GC)s. In both experiments the dsDNA molecules were connected to gold electrodes via an S-Au bond. Similarly, Kang et al. found currents of the order of 100 nA at 2 V using mechanically controllable break junctions for an inhomogeneous sequence of 30 base pairs dsDNA. The relatively broad spectrum of experimental predictions hints at the complex interplay of many factors determining the charge migration efficiency through DNA segments. They include, among others, the environment, the coupling between the molecule and the external world (electrodes), dynamical disorder rising from the strong fluctuations in the DNA atomic frame but also mediated by environmental fluctuations, and the specific base sequence. This situation makes the reproducibility of DNA charge transport experiments very difficult as well as a theoretical analysis, see Refs. [12–14] for recent reviews. While there is agreement that long DNA sequences are insulating, the situation is not so clear concerning shorter oligomers with up to 30 base pairs. Carbon nanotube (CNT)-DNA molecular junctions have been considered as an attractive option to obtain reproducible electrical conductivity measurements of DNA oligomers; moreover the low dimensionality of CNT as well as its chirality dependent electronic structure opens the possibility to tune the electrical response of the junction. Recently, Guo et al. have investigated the influence of point mismatches on the conductance of a 15-base pair DNA molecule connected to CNT electrodes via amide linkages. It was found that a single GT or CA mismatch in a DNA 15-mer increases the resistance of the DNA by a factor of roughly ~300 compared to a well-matched one. The effect of base pair mismatches on the conductance has been also studied by Hihath et al. for 11- and 12-base pairs dsDNA chemically bound to gold electrodes via thiol linkers. The experiments showed a change in the conductance of dsDNA by as much as an order of magnitude depending on the type of mismatches. These results suggest the possibility of detecting a mutation in dsDNA by measuring the change in the electrical conductance of the molecule and it thus opens fascinating options for the development of biosensors based on modifications of the electrical response. Many efforts have been performed to analyze charge propagation through DNA oligomers from the theoretical point of view. Although for hole transfer in solutions there seems to be some agreement that the hole motion takes place in an incoherent manner, the microscopic charge transport mechanisms for DNA contacted by electrodes still seem to remain elusive, since a purely incoherent hopping mechanism does not seem to be able to yield electrical currents in the order of nA as observed in some experiments. However, an important result emerging from several studies is that dynamical effects play a fundamental role and can not in general be treated as a small perturbation to an otherwise static structure. Hence, their inclusion in charge transport calculations is crucial, which makes necessary.
the comparison of different approaches dealing with dynamical effects on different approximation levels. Motivated by the above mentioned experiments, 9–11,16 and especially by the results of Ref. 16, we investigate in this paper charge transport in dsDNA oligomers with a well-matched base pair sequence and with two types of single mismatched base pairs (AT→GT, GC→AC) in the presence of solvent and counterions. A schematic representation is shown in Fig. 1. We consider metallic electrodes consisting of (5,5) carbon nanotubes with the dsDNA molecule being covalently bonded to the CNT via amide linkages on both ends. To take into account the effect of dynamical fluctuations on the charge transfer parameters, we combine classical molecular dynamics (MD) with quantum mechanical (QM) electronic structure calculations along the classical MD trajectory using the hybrid QM/MM (quantum mechanics / molecular mechanics) method44,45 in the presence of solvent and counterions. The electronic parameters obtained from this hybrid methodology provide an input for the formulation of low-dimensional effective model Hamiltonians25–27 which can in their turn be used for charge transport calculations. We discuss two possible alternatives of coarse-graining the electronic structure, based on different ways of estimating the most relevant electronic states for transport. In Sec. II we explain in some detail our methodology to obtain the electronic structure parameters for charge transfer and define the model Hamiltonian for charge transport calculations. A discussion of the charge transfer parameters and the time averaged transmission functions is finally presented in Sec. III. Lastly, we summarize our conclusions in Sec. IV.

![Schematic diagram of dsDNA with (a) well matched sequence, (b) a single mismatch of AC at the site 9, and (c) a single mismatch of GT at the site 8. The dsDNA is covalently bonded to (5,5) metallic CNT via amide linker.](image)

**II. METHODOLOGY**

### A. Molecular dynamics simulation

Classical MD simulations were performed using the Amber99 force field with the Amber10 package48. The 15-mer dsDNA connected to the (5,5) CNT via amide linker was solvated with TIP3P49 (transferable intermolecular potentials within the three-site water model) water molecules in a rectangular box of 70×70×120 Å³. Counterions (28 Na+) were added to neutralize the system. The total number of atoms in the system is thus ~7×10⁴. The system was equilibrated for about 500 ps at 300 K after a heating procedure from 0 K to 300 K. The MD simulations were performed at 300 K using an NVT thermostat with a time step of 0.5 fs and periodic boundary conditions. Snapshots along the MD trajectory were drawn every 1 fs out of a total simulation time of 1 ps.

### B. Electronic structure calculation

The electronic structure calculations for dsDNA were performed using a fragment orbital approach40–43 to efficiently perform a coarse-graining of the molecular electronic structure with inclusion of the environmental effects. In our approach a fragment consists of a pair of nucleotides (phosphate-deoxyribose-nucleobase) from each DNA strand. Time dependent charge transfer parameters – on-site energies εᵢ(𝑡) of fragment ℎ and transfer integrals 𝑇ᵢ,𝑗(𝑡) between fragments – were calculated for each snapshot along the MD trajectory. The electronic couplings 𝑇ᵢ,𝑗(𝑡) are computed only between the nearest-neighbor fragments (𝑗=±1), and only one relevant molecular orbital (MO) from each fragment (ψᵢ, ψⱼ) is considered. We stress, however, that this is only done for the sake of simplification; our methodology is flexible enough to include a larger Hilbert space into the transport calculations. The transfer integrals can be expressed as 𝑇ᵢ,𝑗 = ⟨ψᵢ|H|ψⱼ⟩. By expanding the molecular orbital basis in terms of valence atomic orbitals ηᵢ, ψᵢ = ∑_µ cᵢ,µ ηᵢ, we obtain:

\[ T_{ij} = \sum_{\mu \nu} c_i^\mu \psi_i^\mu |H| \eta_\nu \right) = \sum_{\mu \nu} c_i^\mu c_j^\nu H_{\mu \nu}. \]  

The fragment orbital approach has been widely used to obtain charge transfer parameters in DNA.25–27 In most cases, however, a base pair is chosen as a fragment and the highest occupied molecular orbital (HOMO) of the fragment is used as ψᵢ and ψⱼ. In our case, we choose a nucleotide as the building block of a fragment. In the next section we will show that level crossing effects due to the dynamics of the system makes such a choice the most natural one. The electronic structure calculations to obtain 𝐻_{\mu \nu} and 𝑐_{\mu} are performed using a hybrid QM/MM scheme44,45 implemented in the Amber10 package. Each fragment (nucleotide pair) is considered as a QM region and the remaining part of the system including solvent and counterions belongs to the MM region. In this way we can take into account the effect of solvent and counterions on the charge transfer parameters. The semi-empirical Hamiltonian AM146 was used for the QM calculations. Along the MD trajectory QM/MM calculations are performed for each fragment to generate the
coefficients $\alpha^\dagger$, and for two adjacent fragments to produce the Hamiltonian matrix elements $H_{\mu\nu}$.

At this point we are going to introduce two possible selection criteria which allow us to further coarse-grain the multi-level electronic structure. This will make it possible to map the electronic system onto a simpler tight-binding model with linear topology and with a single orbital per site, while identifying semi-quantitatively relevant pathways for charge migration:

1. Criterion I: The relevant pair (between nearest neighbors) of fragment molecular orbitals at a given time is chosen in such a way that $|T_{i,j}|$ is maximized subject to an upper cutoff for the energy difference between neighboring fragment on-site energies: $\Delta \varepsilon_{i,i+1} = |\varepsilon_i - \varepsilon_{i+1}| < \Delta \varepsilon_0$. This maximizes the electronic coupling while not allowing the energetic barriers between the two effective sites to exceed a certain maximum threshold. We computed $T_{i,j}$ for a range of molecular orbitals (HOMO$\cdot$HOMO$\cdot$HOMO-15) while imposing the condition that $\Delta \varepsilon_0 \sim 1.5$ eV. The choice of the threshold to lie around 1.5 eV was guided by the well-known statistical 3$\sigma$-criterion, where $\sigma$ is the variance of the probability distribution of the onsite energies. We considered the threshold value to be around $3-4\sigma$. Additional tests with higher values of $\Delta \varepsilon_0$ showed that the electronic couplings remained approximately unchanged.

2. Criterion II: The relevant site energies and electronic coupling elements between two fragments are determined out of the full electronic manifold according to the criterion that the quantity $P_{i,i+1} = 4T^2_{i,i+1}/[(\Delta \varepsilon_{i,i+1})^2 + 4T^2_{i,i+1}]$ is maximized. Clearly, this option will not provide a maximized electronic coupling along the chain, since the site-to-site energy gap is also allowed to vary to yield the maximal $P_{i,i+1}$. This quantity can be seen as a sort of effective tunneling parameter, e. g., when the gap between two given levels vanishes, $P_{i,i+1}$ becomes 1, a behavior which resembles the limiting value of the transmission function for a dimer model when evaluated at the resonance energies (eigenvalues of the dimer Hamiltonian). We remark that molecular orbitals heavily localized onto the backbones and with a strong $\sigma$-character were excluded from the selection process, since they are not expected to contribute to charge transfer processes.

C. Charge transport and time-average transmission function

Once the effective model Hamiltonian for the electronic structure of the DNA oligomers has been built up, it can be extended to include the coupling to left (L) and right (R) electrodes in order to deal with the charge transport problem:

$$ H = \sum_i \varepsilon_i(t) d_i^\dagger d_i + \sum_i T_{i,i+1}(t)(d_i^\dagger d_{i+1} + \text{h.c.}) $$

$$ + \sum_{k \in L} t_{k,L}(a_k^\dagger d_1 + \text{h.c.}) + \sum_{k \in R} t_{k,R}(a_k^\dagger d_N + \text{h.c.}) $$

$$ + \sum_{k \in L,R} \varepsilon_k a_k^\dagger a_k. $$

In the previous expression we have used the fact that the model is a linear chain, where only the atoms 1 and $N$ couple to the L and R electrodes, respectively. On a first level of approximation we will treat charge transport within the Landauer theory and take into account the influence of structural fluctuations encoded in the time-dependent electronic parameters by calculating at each time step $t$ the quantum mechanical transmission function $T(E,t)$ and performing afterwards a time average.\textsuperscript{25–27} This approach assumes that the time scale of the charge propagation (which is not specified by the MD simulation) is the shortest one. The transmission function $T(E,t)$ can then be written as:

$$ T(E,t) = 4\Gamma_L \Gamma_R |G_{1N}(E,t)|^2, $$

where $\Gamma_L$ and $\Gamma_R$ are effective coupling terms to the L and R leads, respectively. We are using the wide-band approximation, replacing the energy dependent coupling terms by constants. In the following we chose $\Gamma_L = \Gamma_R \sim 100$ meV. $G_{1N}(E)$ is the 1, N-matrix element of the chain Green function, which can be calculated via the matrix Dyson’s equation:

$$ G^{-1}(E,t) = E1 - H(t) - \Sigma_L - \Sigma_R, $$

$$ (\Sigma_L)_{ij} = -i\Gamma_L \delta_{i1} \delta_{j1}, (\Sigma_R)_{ij} = -i\Gamma_R \delta_{iN} \delta_{jN}. $$

Note that the time-dependence in the previous expression is only a parametric one: the transport properties are calculated at each time step and a time-average is performed. We stress that our goal is to highlight the average influence of dynamical fluctuations onto the charge transport. This approach will provide an estimate for the order of magnitude of the coherent component of the charge propagation in a dynamically disordered potential landscape.

III. RESULTS AND DISCUSSION

A. Characteristics of the effective electronic parameters

In this section we first discuss in some detail how the MOs $\psi_i$, $\psi_j$ required to obtain the relevant electronic parameters are selected. Figure 2 shows the MO energy levels as a function of the simulation time for the occupied states for site number 7 (corresponding to a GC pair) along the dsDNA in a well matched sequence (see also Figure 1(a)) for reference – in what follows we shorten the notation
FIG. 2. Upper panel: Molecular orbital energy levels for a selected site (7:GC) for a matched dsDNA along a 1 ps MD trajectory (only the occupied states are shown from the HOMO level). The molecular orbitals most strongly localized onto the guanine nucleobase are shown as red circles; they lie below the HOMO level (mostly being the HOMO-2 level). Lower panel: Time evolution of the GC-weight (charge density) for two selected fragment orbitals HOMO-2 and HOMO on the (7:GC) position. Notice the low weight that the HOMO is carrying, indicating that this orbital is not mainly related to the bases, but has rather a large weight on the DNA backbone.

FIG. 3. Molecular orbital energy levels for the two fragments (8:AT and 9:GC) along the 1 ps MD trajectory and for the two different selection criteria I and II introduced in the text. The selected molecular orbitals, according to the criteria I and II, are represented by red (+) symbols for both fragments.

to 7:GC). The MO energies fluctuate significantly along the MD trajectory due to the interaction with the environment. Notice that the MO energy level from the guanine (G) nucleobase, highlighted by red circles, appears a few levels below the HOMO level. The HOMO and (HOMO-1) MOs appear to be mainly localized on the backbone and the deoxyribose regions. Since the hole in DNA is expected to be localized on the purine nucleobases (A,G) due to their lower ionization potential, this result indicates that within the used electronic structure methodology the relevant orbitals to be considered to obtain the charge transfer parameters are not the HOMO but rather orbitals lying deeper in energy. This is further illustrated in the lower panel of Figure 2, where we show the GC-weight as a function of the simulation time for the HOMO and HOMO-2 orbitals of the same fragment. The GC-weight is defined as the restricted sum over the eigenvector expansion coefficients $c_i^\mu$ of the $i$-th molecular orbital of a fragment. The sum runs only over indices of atomic orbitals centered on the nucleobases. As it becomes clear in Figure 2 (bottom panel), the HOMO-2 orbital has a large GC-weight (on average close to 1) over the simulation time, while the HOMO state has a considerably lower contribution from the bases. The oscillatory behavior of the HOMO-2 level clearly suggests that at certain times the GC-weight is almost suppressed and the charge density of this orbital is shifted away from the bases. In other words, choosing nucleotide pairs as fragments rather than nucleobases reveals that the character of the molecular orbitals strongly changes from $\sigma$-like DNA backbone orbitals to base-localized $\pi$ orbitals in the course of the MD simulation. This non-trivial behavior suggests that care is needed when defining the appropriate molecular fragment to formulate coarse-grained models dealing with charge transport in biomolecules.

To test the reliability of this result, we have performed additional calculations at a higher level of theory for two different cases: a homogeneous (GC)$_4$ sequence and the sequences in Figure 1. For the latter, only the innermost eight nucleotide pairs were considered to reduce the
computational costs. In both cases a short time (100 fs) MD trajectory was generated by treating the whole dsDNA sequence quantum mechanically using DFT with the PADE functional and a triple-zeta valence basis set as implemented in the CP2K code. For the two above mentioned cases we still found the molecular orbital switching between different atomic subsets (backbones and nucleobases) along the MD trajectory. However, the degree of localization (weight) of the HOMO orbital onto the backbones is strongly reduced on the DFT level of theory as compared with the semi-empirical AM1 Hamiltonian, i.e., the HOMO level remains localized on the nucleobases over longer time intervals. We remark that the orbital switching behavior can also very much depend on the base sequence, so that separate studies must be performed on each specific sequence. For instance, it turns out that the HOMO is localized onto the nucleobases more frequently for a GC fragment than for AT or GT fragments (figure not pictured). Notice that for all cases e.g., for dTMP\(^{-} \rightarrow \) (2'-deoxythymidine 5'-monophosphate anion) in vacuum at the CASPT2 level and for a guanine-cytosine dodecamer in the Z conformation in the presence of water and counterions using the DFT Car-Parrinello calculation. We point out that our results concerning the degree of HOMO localization onto the backbone region do not necessarily contradict the previous results since they can sensitively depend on (i) the fact that we compute the electronic structure for geometries along a classical MD trajectory and (ii) on the theory level used to calculate the electronic parameters (semi-empirical AM1).

We also remark, that when the averaged structure of dsDNA hexamer sequence from MD calculations was used in the presence of water and counterions at the DFT level, it was found that the projected density of states onto the phosphorous atoms has a strong spectral weight just below the Fermi level. The MO energies, \( E^* \), obtained according to the selection criteria I and II for the neighboring fragments of AT and GC (site 8 and 9) are shown in Figure 3 (depicted as red (+) symbols). Notice that for all cases \( E^* \) lies energetically well below the HOMO level. Each selected \( E^* \) exhibits its distinct characteristics as well. For criterion I, \( E^* \) appears at a lower energy for an AT fragment compared to \( E^* \) by criterion II, which results in a larger energy gap between neighboring fragments. This is because the relevant MOs in case I are chosen only to maximize the transfer integral regardless of the on-site energy alignment. On the other hand, the on-site energies between neighboring fragments are more effectively aligned for criterion II.

FIG. 4. Time averaged transmissions (a), (c) and corresponding current ratios (b), (d) for criteria I and II and for the three different dsDNA sequences discussed in this study. While for criterion I the main effect of the mismatch is a huge energy shift of the transmission spectrum, especially for GT mismatch, without considerable suppression of transmission, criterion II leads to a very strong reduction of the averaged transmission for GT mismatch. The values of the averaged transmission are in general also smaller in case II than in case I. Notice the strong current suppression for both mismatched sequences when using criterion II.

**B. Charge transport properties**

In Figure 4 the time averaged transmissions as a function of the injection energy are shown for the criteria I and II. As we can see, criterion I gives a larger average transmission for both matched and mismatched sequences when compared with criterion II. The main effect of introducing a mismatch for criterion I turns out to be a large shift of the transmission spectrum to higher energies for a GT mismatch and a slight shift to lower energy for the AT mismatch. The overall values of the transmission are only weakly changed by the introduction of mismatches. Figure 4(b) shows the ratio of the time averaged current for the matched sequence to the current with an AC or GT mismatch. The current was calculated at each simulation time step as an integral over the corresponding quantum mechanical transmission at this time and afterwards a time average was performed. In all calculations we have kept the position of the Fermi energy fixed at \( E_F = -8.0 \) eV. This value is arbitrary but provides a reference point to cover the spectral range of the transmission functions which are mostly contributing to the current without the need of going to very large biases, where the near-equilibrium calculations may become questionable. The main feature found here for criterion I is that the current ratio of the matched sequence to the mismatched
sequences at low bias can be less than one (especially for GT), indicating that in this approximation there exists a bias range where a mismatched sequence can provide a better pathway for quasi-coherent charge transport than a perfect sequence. Obviously, by increasing the bias window this situation may be reversed once the applied bias is large enough to cover lower energy sectors of the transmission spectrum where \( \langle \Delta \varepsilon_{i,i+1} \rangle_t \) for the matched sequence becomes larger than for the GT mismatch. Criterion II yields a different behavior. First of all, the values of the transmission are considerably reduced compared to criterion I since here we are not maximizing the electronic hopping integral alone, but finding a compromise between small energy gap and large electronic coupling. As a result, a maximum coupling pathway is not necessarily the dominating one, since it may include sites with a large energy gap. This can also be seen in Fig. 5 which shows time averaged electronic parameters for matched and mismatched sequences. Plotted are \( \langle |T_{i,i+1}| \rangle_t \) as well as the energy gap \( \langle \Delta \varepsilon_{i,i+1} \rangle_t \) between nearest neighbor sites. The energy gap barriers are lowered, but the average hopping is reduced as well by roughly a factor of 2 for criterion II when comparing with case I. Figure 5 also clearly demonstrates the effect of GT mismatch. The energy gap for the GT mismatch is considerably increased at site 7 (\( \langle \Delta \varepsilon_{7,8} \rangle_t \)). The introduction of this barrier leads to a strong suppression of the transmission for this mismatch. On the contrary, the AC mismatch averaged energy distribution along the chain is not much changed when comparing with the matched case, so that the transmission function is not much reduced but only experiences a small shift down to lower energies. The basic effect of these modifications is a dramatic suppression of the current for the GT mismatch (on average by a factor 400) as well as a reduction of the current for the AC mismatch by a smaller factor of order 50.

IV. CONCLUSIONS

An interesting result of the present study has been the demonstration that molecular orbitals of nucleotide fragments are intermittently switching from bases to backbone over the simulation time. However, we also found that the degree of localization onto the backbones can be strongly affected by the theory level used in computing the electronic structure, becoming weaker when using a DFT-level instead of a semi-empirical AM1 Hamiltonian. A definite conclusion on this issue will require additional studies using e.g., different base sequences. Hence, the appropriate choice of a fragment as well as the relevant molecular orbitals for coarse-graining the electronic structure turns out to be a delicate issue which can have important consequences for the discussion of the charge transport properties of DNA systems. In relation to this, we further considered two different selection rules for mapping the multi-level electronic structure of the fragments onto a much simpler low-dimensional tight-binding model. The results indicate that a dramatic change of the match to mismatch current ratio, also observed experimentally, could be obtained by choosing the relevant electronic pathway in such a way as to maximize an effective site to site tunneling probability (criterion II). Our methodology could be easily transferred to study charge migration in other systems where dynamical disorder is playing an important role and where the convolution of the orbital space of the full system onto a coarse-grained space becomes more advantageous due to the complexity of the underlying electronic structure. We finally remark that going beyond a description of transport based on the Landauer picture in presence of strong structural fluctuations (time-dependent electronic structure) remains a very challenging issue to be addressed.
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We have performed electronic structure calculations on the AM1 level for the two fragments (7:GC and 8:TA) within the matched DNA sequence used in the text. The geometry was optimized using the Amber99 force field in vacuum. The results of our calculations indicate that both HOMO and HOMO-1 levels have a strong weight onto the backbones while base-localized MOs appear at the HOMO-2 level. This is consistent with the results obtained from snapshots along the MD trajectory. Similar calculations were then carried out for deoxythymidine monophosphate anion (dTMP\(^{-}\)) optimized in vacuum using again the Amber99 force field. In this case, the HOMO state is localized onto the backbone and a thymine-localized MO appears at the HOMO-4. It seems possible that force-field-optimized geometries and/or the electronic structure calculation level (AM1) contributed to the discrepancy with the results by M. Rubio \textit{et al.}\textsuperscript{49}, where it came out that the most easily oxidized part of the dTMP\(^{-}\) is the thymine at the CASPT2 level of calculation.