Probing Charge Transport in Oxidatively Damaged DNA Sequences under the Influence of Structural Fluctuations
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ABSTRACT: We present a detailed study of the charge transport characteristics of double-stranded DNA oligomers including the oxidative damage 7,8-dihydro-8-oxoguanine (8-oxoG). The problem is treated by a hybrid methodology combining classical molecular dynamics simulations and semiempirical electronic structure calculations to formulate a coarse-grained charge transport model. The influence of solvent- and DNA-mediated structural fluctuations is encoded in the obtained time series of the electronic charge transfer parameters. Within the Landauer approach to charge transport, we perform a detailed analysis of the conductance and current time series obtained by sampling the electronic structure along the molecular dynamics trajectory, and find that the inclusion of 8-oxoG damages into the DNA sequence can induce a change in the electrical response of the system. However, solvent-induced fluctuations tend to mask the effect, so that a detection of such sequence modifications via electrical transport measurements in a liquid environment seems to be difficult to achieve.

In aerobic organisms, oxidative DNA damage frequently occurs during normal metabolism and upon exposure to light or other ionizing radiation. 7,8-Dihydro-8-oxoguanine (8-oxoG) is one of the most common forms of oxidative DNA damage found in human cells, where a H8 atom in guanine is replaced by an O8 atom, and a H7 atom is added to N7 (Figure 1). When DNA polymerase encounters 8-oxoG during the DNA replication process, it frequently inserts a mismatched base (adenine) instead of cytosine, leading to G:C → T:A transversions,1 which are commonly found in mutations associated with age-related diseases and human cancers.2 Although distinct changes were found in the backbone structure of a 25-base single-stranded DNA (ssDNA) with single 8-oxoG substitutions by Fourier transform-infrared analysis,3 it has been known that 8-oxoG:C base-pairs have only a minor effect on double-stranded DNA (dsDNA) structure and stability.4,5 Thus, there is an intriguing question as to how the DNA repair enzyme locates 8-oxoG lesions within the entire human genome. In a recent experiment, Markus et al.6 suggested that 8-oxoG has unique electronic properties and that modulations in the electronic properties might be related to the mechanism of recognizing lesions. They used laser-based methods to investigate various oligomers adsorbed on gold substrates as self-assembled monolayers, and found that the highest occupied molecular orbital (HOMO) appears at a higher energy when 8-oxoG is inserted into the sequence than in unmodified oligomers. The electronic property changes induced by the 8-oxoG lesions suggest the possibility of detecting in vitro 8-oxoG in a DNA sequence by examining the modification of its electrical response; this is expected to have high relevance in, e.g., the development of biosensors based on modifications of the electrical response.7,8 Electrical detection of an 8-oxo-deoxyguanosine was proposed by Tsutsui et al.9 by measuring the tunneling current through the molecule using a microfabricated mechanically controllable break junction, where the molecule is trapped in a nucleotide-sized electrode gap. They obtained higher single-molecule conductance for 8-oxo-deoxyguanosine (98 pS) compared to deoxyguanosine (70 pS). So far, most of the theoretical studies on the effect of oxidative DNA damage on DNA oligomers have focused on the changes in structural properties,10–12 thermal stability,10 and global bending properties,11 or on the dynamic behavior of DNA base-pairs (8-oxoG:C and 8-oxoG:A)12 by performing molecular dynamics (MD) simulations.

In the present investigation, we examine the effect of 8-oxoG on the charge transport characteristics of a dsDNA oligomer and how structural fluctuations influence the electrical response of such sequences. Inspired by the experiments of ref 6, we have considered three types of 13-mer dsDNA sequences, as shown in Figure 2. In Figure 2, we have considered three types of 13-mer dsDNA sequences, as shown in Figure 2. The sequences are
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in Figure 1, and compared the changes in the electronic structure and transport properties induced in the dsDNA oligomer when replacing G:C base pairs by three (Figure 1b) and one (Figure 1c) 8-oxoG:C pairs, respectively.

Interest in charge transport phenomena in DNA was triggered by the demonstration in the early 1990s and further evidence later that photoinduced charge transfer can occur over large distances between donor and acceptor intercalators along a DNA helix. Since then, several electrical transport measurements at the single molecule level, as well as theoretical efforts to understand charge transport through DNA oligomers, have been performed. One important development from recent studies on charge transport in DNA is that the effects of dynamical disorder coming from internal nucleobase dynamics and mediated by solvent environment play a critical role and cannot be treated as a small perturbation.

Within our approach, we take into account the effect of the solvent and the counterions as well as that of the DNA internal structural fluctuations, by combining classical MD simulations and quantum mechanics/molecular mechanics (Q/M/MM) methodologies for the electronic structure calculations. The electronic structure of the DNA oligomers is addressed at two different levels of theory. (i) Density functional theory (DFT) calculations on short ssDNA segments, cut from 13-mer dsDNA after sorting the most representative structures from the MD trajectories. In this case, emphasis is put on the energy levels of the frontier molecular orbitals (MOs) for different sequences, and the goal is to reveal the 8-oxoG-induced modifications to the electronic structure. (ii) Semiempirical electronic structure calculations of snapshots of the 13-mer DNA molecules along the MD trajectory based on the fragment orbital approach and the hybrid QM/MM method in the presence of explicit solvent and counterions. The MO energies of the fragments, as well as the interfragement electronic couplings, are obtained as a function of the simulation time along the MD trajectory and used to build up a coarse-grained Hamiltonian, which will be the starting point for the charge transport calculations. Finally, a careful analysis of the quantum mechanical transmission function and the corresponding electrical currents along the MD trajectory is performed for the regular DNA sequence and for those containing oxidatively damaged guanine bases.

### RESULTS AND DISCUSSION

**Structural Properties.** Classical MD simulations of 13-mer dsDNA molecules were performed for 20 ns using the parm99bsc0 force field in the AMBER10 package. The root-mean-square deviation (RMSd) was computed at every instant along the whole time evolution for each of the three dsDNA oligomers of Figure 1, relative to the respective equilibrated structure. The RMSd analysis reveals stable trajectories over time for all the simulated dsDNA oligomers (Figure 1 in the Supporting Information). Furthermore, to sample lesion-induced distortions, the RMSd was computed for the average structure of each of the two oligomers that contain 8-oxoG (sequences in Figure 1b,c) with respect to the average structure of the corresponding natural sequence of Figure 1a. This comparison does not disclose any significant changes in the dynamics due to the replacement of G bases with 8-oxoG lesions (Figure 1 in the Supporting Information).

**Electronic Structure Calculations.** In this section, we address basic features of the electronic structure of the studied DNA sequences using two different levels of theory.

First, the results of DFT-based electronic structure calculations on 7-mer ssDNA fragments in an implicit solvent are presented. 7-mer ssDNA fragments were extracted from a few selected representative structures along the MD trajectories of the evolved 13-mer dsDNA molecules. We discuss in the text the most representative structures with the three different sequences, and comment on less populated structures in the Supporting Information. The choice of single-stranded 7-mer fragments of the simulated 13-mer dsDNA molecules is mainly motivated by the high computational cost of treating the complete oligomers. Yet, the pruned fragments retain all the sequence features that we wish to address.

Second, we present the results of semiempirical (AM1) electronic structure calculations on 13-mer dsDNA sequences in an explicit solvent. The time-dependent charge transfer parameters are obtained based on the fragment orbital approach for each snapshot along the MD trajectory to generate a coarse-grained Hamiltonian.

**DFT Calculations on Short ssDNA Oligomers.** The role of the 8-oxoG oxidative lesion in modifying the electronic energy levels and the frontier orbitals around the HOMO and the lowest unoccupied molecular orbital (LUMO) has been addressed by performing first-principle calculations on reduced-length 7-mer ssDNA fragments. The ssDNA sequences S′-TGGTTGT-3′, S′-TGTGTTG-3′, and S′-TGGTT-TOGT-3′ (OG indicates 8-oxoG) were extracted from the most populated representative structures of the processed MD trajectories. We focus our analysis on the energies and wave functions of the HOMO and LUMO and other electronic states close to the HOMO and LUMO in energy, to monitor the gap difference and orbital localization between the sequences containing G and 8-oxoG.

At the BHH/ccPVTZ level of theory (see Methodology) with the solvent included in the polarizable continuum model (PCM), the HOMO is in all cases localized on the purine base G or 8-oxoG (Figure 2). The replacement of G with 8-oxoG yields a systematic increase in energy of the HOMO level (−6.906 eV → −6.613 eV → −6.391 eV) as the number of 8-oxoG lesion sites increases from zero to two. Similarly, the
energy of the electronic states immediately below the HOMO also increases (HOMO-1 = −6.965 eV → −6.875 eV → −6.627 eV and HOMO-2 = −7.779 eV → −7.699 eV → −7.618 eV). We remark that these findings of upward energy level shifts are consistent with the experimental evidence of lower oxidation potential of the 8-oxoG base relative to the G base. For the second most populated representative structures, the localization of the HOMO onto the G/8-oxoG base is confirmed (see Supporting Information), and the HOMO always appears at higher energy when 8-oxoG replaces G in the ssDNA oligomer. However, we observe shifts of the energy levels for each sequence, which demonstrate the importance of examining various conformations from a dynamical run. In the next subsection, we consider within a simplified description of the electronic structure all of the conformations along the MD trajectory, in order to obtain the charge transport parameters.

**Fragment Orbital Approach: Charge Transfer Parameters for 13-mer dsDNA Sequences.** The electronic charge transfer parameters are computed for each snapshot along the MD trajectory using the fragment orbital approach.\(^{39-43}\) We define an H-bonded pair of nucleotides as a fragment, including the backbone. For each sequence, the MO energies \(\epsilon_{\alpha}(t) = \langle \psi_{\alpha} | H | \psi_{\alpha} \rangle\) for each fragment and the charge transfer integrals \(T_{\alpha\beta}(t) = \langle \psi_{\alpha} | H | \psi_{\beta} \rangle\) between nearest neighbor fragments are computed as a function of the simulation time \(t\) as described in the Methodology: \(i\) indicate the fragment, and \(\alpha, \beta\) indicate the MO. We note that the HOMO of a given fragment oscillates in time between localization on the base and localization on the backbone.\(^{55}\) To bypass this spurious effect possibly due to the simplified electronic structure, the charge transfer parameters are computed not only from splittings between HOMO and HOMO-1, but considering four occupied orbitals below the HOMO: all such parameters are then included in the transport Hamiltonian. The analysis is then performed for the last 3 ns of the 20 ns trajectory.

All of the five topmost occupied MO energies, which are considered in the transport calculation, fluctuate with a standard deviation of \(\sim 0.3\) eV along the MD trajectory. Their relative locations interchange with time along the MD trajectory. For instance, G-localized MO for the center fragment along the sequence resides mainly on HOMO-2 during 70% of last 3 ns MD simulation, on HOMO-3 (19%), and sometimes on HOMO-1 (9%). A-localized MO for the eighth-fragment from the \(5'-\)end in Figure 1a interchanges its location among HOMO-3 (39%), HOMO-2 (33%), and HOMO-4 (21%). This complex behavior of MO location interchange, which is thought to be originated from the simplified electronic structure calculation, implies that more than a single MO needs to be included in the charge transport calculation as we described above.

Figure 3 illustrates the variability in time of the fragment orbital that has the highest energy among those localized on G or 8-oxoG, which is not necessarily the HOMO, for various fragments located at three different sites along the two sequences shown in Figure 1a,b. For convenience, we refer to these orbitals as HOMOG and HOMOOG for the G and 8-oxoG bases, respectively. The MO energies fluctuate over the simulation time with a standard deviation of \(\sim 0.3-0.5\) eV due to both the interaction with the environment and the inherent base dynamics. The energy level alignment between the HOMOG and the HOMOOG depends on the position of the fragment along the sequence. When 8-oxoG is positioned near the \(5'-\)end, the HOMOOG is lower in energy than the HOMOG, by about 0.5 eV, whereas it appears at similar energies to the HOMOG for the fragment at the center and becomes slightly higher for the fragment near the \(3'-\)end of the sequence.

The top panel of Figure 4 shows the MO energy, averaged over the simulation time, for the purine-localized occupied MO with the highest energy at each fragment along the dsDNA sequence without any 8-oxoG (blue) and with three 8-oxoG (yellow) lesions.

It emerges that, around \(5'-\)end, not only is the HOMOG\(_{\text{G}}\) lower in energy than the HOMOG\(_{\text{G}}\) but also the HOMO on nonmodified adenine is lower in the modified sequence, which is surprising. This points to an overall effect of dynamical distortions, mostly pronounced at the \(5'-\)end. Therefore, we present later the transport results at the opposite \(3'-\)end, which are more regular and more consistent with the DFT results.

As mentioned before, we obtain transfer integrals between neighboring fragments using the five topmost occupied MOs from each fragment as described in the Methodology. The bottom panel of Figure 4 shows, as an example, the time-averaged transfer integrals obtained for the topmost occupied purine-localized MOs. Notice the strong fluctuations of the transfer integrals, which may be in some cases of the same order of magnitude as the average values themselves.

The MO energy of the dsDNA oligomer with one 8-oxoG in the sequence (Figure 1c) shows rather large fluctuations over the simulation time, and the time-averaged energy of the purine-localized MO significantly deviates from the MO energy of two other dsDNA oligomers even for the unmodified adenine fragment. This is due to the rather large dynamical distortions during the MD simulation for the dsDNA oligomer.

---

Figure 2. Isodensity contour plots of HOMO-1, HOMO, and LUMO for 7-mer ssDNA fragments extracted from the most populated representative structures from the MD trajectories of 13-mer dsDNA molecules. The orbital energies are reported in eV in each panel. Top: \(5'-\)TTT GTT-3'. Middle: \(5'-\)OGTTT G-3'. Bottom: \(5'-\)TTT OG-3'. The HOMO is localized on the G or 8-oxoG in all cases, and it has higher energy when the 8-oxoG lesions are present in the sequence. These results were obtained at the DFT-BHH/ccPVTZ level of theory with an implicit PCM solvent.

Figure 3 illustrates the variability in time of the fragment orbital that has the highest energy among those localized on G or 8-oxoG, which is not necessarily the HOMO, for various fragments located at three different sites along the two sequences shown in Figure 1a,b. For convenience, we refer to these orbitals as HOMOG and HOMOOG for the G and 8-oxoG bases, respectively. The MO energies fluctuate over the simulation time with a standard deviation of \(\sim 0.3-0.5\) eV due to both the interaction with the environment and the inherent base dynamics. The energy level alignment between the HOMOG and the HOMOOG depends on the position of the fragment along the sequence. When 8-oxoG is positioned near the \(5'-\)end, the HOMOOG is lower in energy than the HOMOG, by about 0.5 eV, whereas it appears at similar energies to the HOMOG for the fragment at the center and becomes slightly higher for the fragment near the \(3'-\)end of the sequence.

The top panel of Figure 4 shows the MO energy, averaged over the simulation time, for the purine-localized occupied MO with the highest energy at each fragment along the dsDNA sequence without any 8-oxoG (blue) and with three 8-oxoG (yellow) lesions.

It emerges that, around \(5'-\)end, not only is the HOMOG\(_{\text{G}}\) lower in energy than the HOMOG\(_{\text{G}}\) but also the HOMO on nonmodified adenine is lower in the modified sequence, which is surprising. This points to an overall effect of dynamical distortions, mostly pronounced at the \(5'-\)end. Therefore, we present later the transport results at the opposite \(3'-\)end, which are more regular and more consistent with the DFT results.

As mentioned before, we obtain transfer integrals between neighboring fragments using the five topmost occupied MOs from each fragment as described in the Methodology. The bottom panel of Figure 4 shows, as an example, the time-averaged transfer integrals obtained for the topmost occupied purine-localized MOs. Notice the strong fluctuations of the transfer integrals, which may be in some cases of the same order of magnitude as the average values themselves.

The MO energy of the dsDNA oligomer with one 8-oxoG in the sequence (Figure 1c) shows rather large fluctuations over the simulation time, and the time-averaged energy of the purine-localized MO significantly deviates from the MO energy of two other dsDNA oligomers even for the unmodified adenine fragment. This is due to the rather large dynamical distortions during the MD simulation for the dsDNA oligomer.
Figure 3. (a) The energy of the HOMO with localization on the G base (HOMOG) or 8-oxoG base (HOMOOG) is plotted against time for six different fragments, along the last 3 ns of the 20 ns MD run. The left and right panels correspond to the dsDNA sequences without lesions (left) and with 8-oxoG at three sites (right). The top, middle, and bottom panels correspond to the MO energies of the fragment positioned close to the 5′-end, at the center, and near the 3′-end along the sequence, respectively. (b) Corresponding distribution function obtained from panel a. Each panel corresponds to different sites located near the 5′-end (left panel), at the center (middle panel), and near the 3′-end (right panel). The energy of the HOMOG (red) is lower in energy than that of the HOMOOG (black) for the fragment positioned near the 5′-end, while it becomes slightly higher for the fragment near the 3′-end. The MO energies are quite similar for the fragment at the center.

with one 8-oxoG, which are evident in the higher RMSd values (see Supporting Information). Thus, in the next subsection, we focus on the dsDNA oligomers with three 8-oxoG lesions in the sequence and without 8-oxoG (Figure 1a,b) to see the effect of 8-oxoG:C damage on the transport properties of dsDNA.

Charge Transport Properties. The transport properties are treated on the level of the Landauer theory, although one should be aware of its limitations when dealing with systems where structural fluctuations can also take place at time scales of the order of electron tunneling times. Nevertheless, by computing the quantum mechanical transmission function $T(E,t)$ at discrete times $t$, along the MD trajectory, we expect to gain insight into basic features of the charge transport process. This approach will further provide an estimate for the order of magnitude of the coherent component of the charge propagation in a dynamical potential landscape. Incoherent contributions leading to hopping-like transport pathways are not included in this treatment and would require a separate study.

Along the lines of the previous section, we map the DNA system onto a linear chain topology consisting of $N$ blocks (fragments), where $M$ levels per fragment are included. In the spirit of the fragment orbital approach, only nearest-neighbor fragments are electronically coupled. The parameters used for the on-site energies and transfer integrals are those generated using the fragment orbital approach in the previous section. In order to address the transport properties of the system, we include the interaction with two electronic reservoirs, which are assumed to only couple to the terminal blocks of the molecular system, i.e., to fragments 1 and $N$. The electronic Hamiltonian thus looks like

$$H = \sum_{j=1}^{N} c_j^T(t)c_j + \sum_{j=1}^{N-1} \{c_j^T T_{j,j+1}(t)c_{j+1} + \text{h.c.}\}$$

$$+ \sum_{k \in L} \{d_k^L c_k + \text{h.c.}\} + \sum_{k \in R} \{d_k^R c_k + N + \text{h.c.}\}$$

$$+ \sum_{k \in L,R} \epsilon_k d_k^\dagger d_k$$

(1)

In eq 1, $c_j = (c_{j\alpha}, c_{j\beta}, c_{j\lambda})^T$ is a column vector of destruction operators of a charge on fragment $j$ in any of the orbitals 1, ..., $M$. The block diagonal matrix $c_j(t)$ contains the corresponding MO energies of fragment $j$, and the block off-diagonal matrix $T_{j,j+1}(t)$ contains the electronic couplings between all of the $M$ orbitals on fragment $j$ and the corresponding $M$ orbitals on fragment $j+1$. The time dependence of these electronic parameters arises from the fact that they are evaluated along the MD trajectory. Finally, the molecule–electrode coupling matrices $d_k^L$ and $d_k^R$ have nonzero matrix elements only for orbitals belonging to fragments 1 and $N$, respectively. Using Green function techniques, the quantum mechanical transmission function $T(E,t)$ along the last 3 ns of the 20 ns MD trajectory can be computed as a function of the injection energy $E$ and of the simulation time $t$ (see Methodology). $T(E,t)$ is proportional to the conductance $G(E,t)$ in the low-bias regime,
\[ G(E_t) = \left( 2\varepsilon^2/\hbar \right) T(E_t), \] and can thus be related to an observable of the system.

To discuss the charge transport properties of the system, we focus on the natural and modified 5-mer dsDNA fragments close to the 3'-end of the 13-mer sequences, namely, 5'-GGTTT G-3' and 5'-OGTTT OG-3'. For such short sequences, we may expect that an approach based on coherent transport may still provide a qualitative insight into the charge transport process while retaining all the relevant structural and dynamical information needed to compare the transport behavior of unmodified and damaged sequences. For the transport calculations, five MOs (HOMO, HOMO-1, HOMO-2, HOMO-3, HOMO-4) from each fragment were included in the electronic Hamiltonian of eq 1.

As expected from a situation with strong dynamical disorder, the values of the transmission \( T(E_t) \) at a given energy cover a very broad range when sampled over all of the conformations. For the transport calculations, five MOs (HOMO, HOMO-1, HOMO-2, HOMO-3, HOMO-4) from each fragment were included in the electronic Hamiltonian of eq 1.

To exemplify this situation, Figure 5 shows the ratio \( \langle G(t) \rangle / \max \{ \langle G(t) \rangle \} \) of the energy-averaged conductance \( \langle G(t) \rangle \) obtained at each time step \( t \) to the maximum value of the set \( \{ (G(t_1))_E, (G(t_2))_E, ..., (G(t_n))_E \} \) along the MD trajectory. The two vertical lines in the inset indicate the fraction of conformations with the conductance ratio above 0.1 for the regular sequence (black) and for the modified one (red). Less than 1% of the conformations show conductances above 10% of the maximum value for both sequences.

\[ \langle G(E) \rangle = \frac{1}{N_T} \sum_{\alpha=1}^{N_T} T(E_t)/N_T \] as a function of the injection energy is displayed for the two sequences of interest. Due to the strong fluctuations of the conductance spectrum over the energy, it is difficult to find clear differences in the overall conductance between the natural and modified sequences.

A global characterization of the conduction behavior can be achieved by computing the electrical current, given by \( I(V,I) = (2\varepsilon/\hbar) \int_{E_F}^{E_F+eV/2} dE T(E_t)[f(E-E_F-eV/2) - f(E-E_F+eV/2)] \). The current has been computed for each MD snapshot. In all calculations, we have kept the Fermi level fixed at \(-7.1 \text{ eV} \), which is slightly higher than the energy of purine-localized MOs. Further tests with different Fermi level alignments showed similar trends in the current-voltage characteristics. One should keep in mind that going to finite voltages may induce a nonequilibrium charge distribution that can not be taken into account by simply integrating the transmission function. Hence, our discussion here has a more qualitative character.

The results are presented from two perspectives. We first describe the statistics of the current time series for a given applied bias for the two dsDNA oligomers with two 8-oxoG lesions in the analyzed segment and without 8-oxoG. Next, we compare the time-averaged current obtained for each applied bias.

Since the transmission functions can vary over several orders of magnitude when sampled over the conformations, the time series of current also exhibits a broad distribution. Figure 7a shows the current distribution at 0.2 V in log scale for the natural and OG-modified dsDNA 5-mers, along with the corresponding fits to Gaussian distributions. We find that the center of the Gaussian distributions as well as their widths remain almost the same for both dsDNA oligomers, which indicates that both dsDNA oligomers exhibit similar electric current under the given simulation conditions. When the current is averaged over the simulation time (Figure 7b), we see a larger current for the dsDNA oligomer with 8-oxoG lesions (see also the inset in Figure 7b, which shows the ratio of the current for the OG-modified sequence to the current for the natural dsDNA sequence). However, we note that the standard deviation of the current is larger than the time-averaged itself by roughly 1 order of magnitude for both dsDNA oligomers for all
examined external bias, which indicates that the found differences in the time-averaged currents lie within the statistical error.

Despite the fact that the ab initio calculations reported in this work reveals a higher HOMO energy level for sequences with 8-oxoG than for equivalent natural sequences, our results are not able to detect significant conductance changes as a consequence of these orbital energy shifts, suggesting that the explored setup conditions, with a DNA molecule connected between two metal electrodes in solution, are not ideal for electrical detection of DNA lesions. Yet, we qualitatively confirm the expectation that the higher HOMO of 8-oxoG relative to G is an index of more facile charge transfer.

■ SUMMARY

We have presented an effective multilevel theoretical atomistic scheme for the description of transport in an electrode–DNA–electrode molecular nanojunction. This formulation allows for cost-effective calculations that include dynamical fluctuations and a solution environment. Our first-principle results on the ground-state electronic structure of selected representative configurations reveal a significant dependence of the electronic structure of nucleic acids on the presence and abundance of lesions, as well as the importance of dynamical effects. When the whole dynamics is included in the semiempirical transport description, the conductance reveals minor changes due to oxidative lesions, in a direction that, however, supports observations. This can be due to the transport setup and should be tested at a more accurate level; in any case, it does not imply the impossibility of detecting lesions by electrical measurements, but rather suggests alternative experimental setups able to minimize structural fluctuations of the DNA oligomers during electrical transport measurements. We further remark that our charge transport approach, assuming coherent transport on the basis of the Landauer theory, is only valid for very short sequences, where incoherent transport pathways do not fully dominate the charge transport process. With increasing length of the system, a hopping transport regime will become the main transport channel and thus a treatment based on, e.g., rate equations will be necessary, deserving a separate investigation.

■ METHODOLOGY

MD Simulation. The initial canonical B-DNA structure for the chosen 13-mers was generated using the fiber diffraction data included in the NAB module from the AMBER10 tools. The convenient length of 13-mer has been chosen to guarantee stable systems for long MD simulations, and to preserve the symmetry of our selected sequences. To create the 8-oxoG DNA oligomers, the H8 atom of guanine was replaced with O8 and the H7 atom was added to form a bond with N7. All of the starting structures were neutralized by adding 24 Na+ ions, which were placed in the most electronegative regions according to Poisson–Boltzmann calculations. An octahedral box of TIP3P water molecules was added around the DNA with a distance of 12 Å from the molecule to the edge, using standard rules to hydrate the system. Classical MD simulations were performed in the isothermic isobaric ensemble (P = 1 atm, T = 300 K) using the parm99bsc0 force field in the AMBER10 suite. Periodic boundary conditions and the Particle-Mesh-Ewald algorithm were used. A 2 fs integration time step was used, and all bonds involving hydrogen were constrained with the SHAKE algorithm. Charges were derived from ESP grid points following the Merz–Kollman scheme, and from these a set of restrained electrostatic potential (RESP) atomic charges was derived. The missing parameters for the 8-oxoG residue were taken according to refs 11 and 12.

The MD Simulation Protocol was set according to the following: (i) minimization of water, (ii) minimization of entire system, (iii) 20 ps MD (T = 100 K) of system with restraints applied to DNA (K = 100 kcal/mol/Å²), (iv) as (iii) but T = 300 K (K = 100 kcal/mol/Å²), (v) 25 ps MD (T = 300 K) of system with restraints in DNA (K = 50 kcal/mol/Å²), (vi) as (v) but K = 25 kcal/mol/Å², (vii) as (v) but K = 10 kcal/mol/Å², (viii) as (v) but K = 5 kcal/mol/Å², and (ix) as (v) but K = 0.2 kcal/mol/Å². The final system was the starting point for the unrestrained MD simulation for 20 ns (at T = 300 K). After equilibration, the trajectories were reasonably stable in terms of density, temperature, potential energy, and other macroscopic properties. The equilibration phase was followed by unrestrained dynamics at room temperature for 20 ns for each sequence.

Clustering analysis was performed on the last 3 ns of the 20 ns MD trajectory in order to group all of the MD snapshots into 15 sets of representative structures by associating every observed structure with the nearest mean. The most representative structures were then ordered on the basis of the highest population values to extract 7-mer single-stranded oligomers that contain the target G and 8-oxoG bases, for
which we computed the DFT electronic structure in implicit PCM solvent using the Gaussian 09 code.

DFT Calculations. Preliminary Theoretical Test Calculations on Tiny, Yet Significant, ssDNA fragments, i.e., dimers of base-pairs extracted from MD trajectories of long DNA duplexes, were carried out to determine the suitable level of theory. Three different ab initio levels of theory, (i) B3LYP/6-31G(d,p), (ii) PBE0/6-31G(d,p), and (iii) BHH/ccp-VTZ, were applied both in gas-phase and in PCM implicit-solvent on two different stacked double-stranded dimers 5′-CG-3′. Gas-phase results of these tests are included in the Supporting Information. We find that the BHH/ccp-VTZ approach is a cost-effective method for studying DNA stacks. In fact, this level of theory improves the description of the electronic levels, especially of those immediately below the HOMO. We also find that the absence of a solution environment induces spurious frontier electron orbitals localized on the backbone: such orbitals are pushed to energies below the HOMO and above the LUMO by the electrostatic effect of the solvent, so that the HOMO (LUMO) recovers a correct purine (pyrimidine) character. Furthermore, our previous experience with DNA stacked dimers showed drastic rearrangements of the electronic states depending on the sequence, especially in the presence of larger amount of A-T base pairs.49,50

Electronic structure calculations of the three ssDNA oligomers extracted from the most representative structures in the MD trajectories of DNA-duplexes were performed in the presence of explicit counterions using the BHH/ccp-VTZ level of theory. The bulk solvent was included in the calculations through the PCM, as implemented in Gaussian 09, to correctly describe the screening effects of the solvent on backbone-localized states. The solution phase electronic structure calculations employed a solvent-excluding surface cavity model with solute sphere’s radii proportional to the van der Waals radii of each atom multiplied by a factor $\alpha = 1.2$.51 This is one of the most frequently used continuum solvation methods and has seen numerous variations over the years. This approach allows us to introduce the average effect of the solvent with a computational effort comparable to that needed for isolated molecules.

Electronic Charge Transfer Parameters Using the Fragment Orbital Approach. We employed the fragment orbital approach39–43 to evaluate the on-site energies $\epsilon_j$ and the nearest-neighboring charge transfer integrals $T_{ij}^{\alpha\beta}$ of the molecular fragments on a coarse-grained level. A H-bonded pair of nucleotides (phosphate-deoxyribose-nucleobase) from each dsDNA oligomer was chosen as a fragment, and we considered all of the 13 fragments along each of the simulated sequences of Figure 1(a-c). For the computation of the on-site energies and transfer integrals of each fragment, we used a QM/MM approach implemented in the AMBER10 package, in which the fragment was the QM part, and the rest of the system, including solvent and counterions, was considered as classical point charges. In this way, the environmental effects are effectively taken into account in a mean-field fashion during the calculation of the electronic parameters, besides being included in the MD trajectory itself. The QM fragment was treated with a semiempirical Hamiltonian (AM1).32

In most of the studies that apply fragment orbital approaches to DNA, either a purine base or a base-pair is usually chosen as a fragment29,43 to compute the electronic structure parameters, neglecting the backbone. With such a choice, the on-site energies and charge transfer integrals are usually obtained only for the HOMOs, which are correctly localized on the bases, among which charge transfer occurs through the coupling of $\pi$ orbitals. When instead a pair of nucleotides is chosen as a fragment, as in this study, the HOMO is not always localized on the purine bases at the AM1 semiempirical level of theory and in the absence of QM solvent. Indeed, we find that the HOMO localization for any given fragment switches from backbone to bases over the simulation time, as was observed in our previous study.53 In such a situation, the most relevant orbital is not necessarily the HOMO at every instant. Rather, it is the topmost purine-localized occupied orbital, which can be below the HOMO if the HOMO has a backbone character. Thus, we obtained transfer integrals $T_{ij}^{\alpha\beta} = \langle \psi_i^{|H|} \psi_j^{|H|} \rangle$ between the nearest neighbor fragments ($j = i \pm 1$) for five MOs ($\alpha, \beta = \text{HOMO, ..., HOMO-4}$) from each fragment for charge transport calculation rather than considering only a single MO per fragment. By expanding the MO basis in terms of atomic orbitals $\eta_{\mu}, \psi_j^{\alpha}$, we obtained

$$T_{ij}^{\alpha\beta} = \sum_{\mu} c_{\mu}^{i*} c_{\mu}^{j} \langle \psi_{\mu}^{i} | H | \psi_{\mu}^{j} \rangle = \sum_{\mu} c_{\mu}^{i*} c_{\mu}^{j} H_{\mu\mu}$$

(2)

In this way, the tunneling pathway is extended to a multichannel system, rather than being limited to a linear chain. No specific condition was imposed as to which MO is the most relevant one to the charge transport.

Model Hamiltonian and charge transport. The transport calculations are based on the Landauer theory, where the key quantity is the quantum mechanical transmission function $T(E,t)$ given by

$$T(E,t) = \text{Tr}\{\Gamma_L(E)G^< (E,t)\Gamma_R(E)G^>(E,t)\}$$

(3)

Using the electrode—system coupling matrices $t_{L,R}$, the $N \times N$ spectral functions $\Gamma_{L(R)}(E)$ can be constructed as

$$\Gamma_{L(R)}(E) = \sum_{k \in L(R)} \frac{\text{Im} t_{L(R)}^{k}\delta(E - E_k)}{\pi}$$

(4)

Notice that the only nonvanishing blocks of the $\Gamma_L$ and $\Gamma_R$ matrices are those related to fragments 1 and $N$, respectively, and each of these blocks has dimension $M \times M$, $M$ being the number of levels per fragment.

In what follows, we will use the so-called wide-band approximation, where the spectral densities of the electrodes $\Gamma_{L(R)}(E)$ are replaced by energy-independent quantities. For the sake of simplicity, all of the nonzero elements of these matrices will be set to 10 meV, a value that is smaller than or of the same order as typical interfragment electronic couplings. In this way, the interaction with the electrodes weakly perturbs the electronic structure of the system. The advanced and retarded Green functions $G^{<}(E)$ appearing in eq 3 are determined via Dyson’s equation:

$$G^{<}(E,t) = E1 - H(t) - \Sigma_L - \Sigma_R$$

$$\Sigma_L = -i \Gamma_L$$

$$\Sigma_R = -i \Gamma_R$$

(5)

As a result of the wide-band approximation, the self-energies are purely imaginary and energy-independent. Hence, they only induce a broadening of the MOs but no energy renormalization.
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